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Comments 

Draft Chemical Fate and Transport Modeling Study Report dated February 2012 

 

1. (Section 1.1, Section 4.2.2, and Appendix G):  An effective bed roughness value of 1.0 

cm was used for the current velocity calibration. However, in the sediment transport 

modeling, bed shear stress was calculated using an effective bed roughness value of 2 mm. 

The apparent use of a model effective bed roughness value that is different from the 

calibration effective bed roughness value violates the purpose of determining calibration 

values and introduces significant error into the simulation results for sediment transport 

processes (e.g., erosion, re-suspension, deposition, etc.).  The modeling shall use 

parameters that are consistent with the calibration results unless there is a justification of 

the validity provided for the departure. 

 

2. (Section 1.3, p. 3):  This section states the main goal of the work discussed in this report is 

to simulate physical and chemical processes that are controlling chemical fate and transport 

of key Site-related contaminants within the aquatic environment of the Site.  It could not be 

determined whether major rain events such as the June 2001 Tropical Storm Allison nor the 

2008 Hurricane Ike were included as factors.  The October 1994 rain storm that resulted in 

the Pipeline explosion was documented as a notable storm event.  Data regarding such 

events shall be added and discussed in the report to determine the river depth and possible 

impacts.  

 

3. (Section 2.1, p. 7):  Vessel effects and wind-generated waves were not included in 

model.  These effects shall be included and described in the report. 

 

4. (Section 2.3, p. 11):  It appears that consideration was given to the nearby outfalls that 

may impact the flow of the river.  However, it is not apparent that influence of current 

movement from barge traffic was considered, nor the impact of waves.  The movement of 

constant barge traffic near the waste pits may impact sediment movement.  While 

conducting San Jacinto River surface water sampling, Harris County has observed 

increased silting as a direct result of barge movement.  Some areas are so highly silted 

that boats are no longer able to launch in areas previously used for such activity.  The 

effects of barge traffic (using a prop scour or other appropriate model) and waves in the 

area of the waste pits shall be evaluated and described in the report. 

 

5. (Section 3 and Appendix A):  The bathymetry and floodplain topography of the model 

domain were used to define the thickness (water depth) of each model cell. Various 

datasets were used to assign cell values. Where data were not available for individual 

cells, values were assigned by interpolation of existing cell data.  Details of the 

interpolation method(s) are not provided in the report.  The report shall include this 

information. 

 

6. (Section 3.3.1, p. 15):  Inflow rates at the Lake Houston Dam include tainter gate 

discharge.  However, the tainter gate position is adjustable and the methodology used to 

account for its rating curve with respect to its height variability is not provided.  The report 

shall provide this information. 



 

7. (Section 3.3.1, p. 18):  The report discusses the flow rate of the San Jacinto River on 

October 19, 1994 (during the river fire and explosion event), as it related to the 100 year 

flood plain.  This flow rate shall also be compared to the flow rate seen as a result of 

Tropical Storm Allison (2001) and Hurricane Ike (2008) since these two events devastated 

the vast majority of Harris County water ways. 

 

8. (Section 3.3.3, p. 20):  This section selects 16 ppt as the salinity inputs from the bay 

boundary of this model.  This selection seems somewhat arbitrary.  Recent work (for 

example: Technical Support for the Analysis of Historical Flow Data from Selected Flow 

Gauges in the Trinity, San Jacinto, and Adjacent Coastal Basins at 

http://www.twdb.state.tx.us/RWPG/rpgm_rpts/0900010996_GalvestonBaySalinity.pdf ) 

presents the fact that salinity does vary in this system contrary to the statement in this 

section that states “Salinity has minimal variation in the system...”  The report shall clarify 

whether water density variation within the range of salinity variation at this site affects 

potential transport of sediments and ultimately the pollutants at this site. 

 

9. (Section 3.3.3, p. 20):  The hydraulic regime at the confluence of the Houston Ship 

Channel at the San Jacinto River (Battleship Texas gauge station) is fundamentally 

different than that which occurs at the mouth of the San Jacinto River at Galveston Bay 

(Morgan’s Point gauge station). While approximately symmetrical tidal currents can be 

expected at both the Battleship Texas and Morgan’s Point gauge stations during non-event 

periods, the symmetry should not exist during periods of flooding.  A decoupling of water 

surface elevations between stations is expected during flood events due to a local 

heightening of water surface elevation from increased freshwater flow at the mouth of the 

Houston Ship Channel compared to that of the more tidal-influenced, more open marine 

environ of Galveston Bay (e.g., Thomann, 1987).  Consequently, the water surface 

elevation response at the downgradient model domain boundary (Battleship Texas) would 

be significantly different than the water surface elevation response downstream at 

Galveston Bay (Morgan’s Point) during a flood or surge event. As such, the use of data 

from Morgan’s Point may to be inappropriate for use in calibrating the subject model. For 

the purpose of satisfying the necessary verification of the hydrodynamic model calibration, 

the following procedure shall be used: 1) use the current model calibrated with non-flood 

event water surface elevation data, 2) find a period of time for which data exist at the 

Battleship Texas station and over which a significant flood event is observed, 3) run the 

EFDC model, as calibrated, 4) from the resulting model run: compare the simulated water 

surface elevations at Battleship Texas (which is contained within the model domain against 

the actual data collected at the same gauge station, and finally 5) from the resulting model 

run: compare the model-predicted water surface elevations at Battleship Texas against the 

observed water surface elevations at the Morgan’s Point gauge station. The report shall 

include a description of this procedure and the results to determine whether event-driven 

decoupling of water surface elevations is observable and on what scale it may occur. 

 

10. (Section 3.4, p. 20; and Appendix B):  Acoustic Doppler Current Profiler (ADCP) data 

during May 10 – July 13, 2011 were used in calibration, but data during July 14 through 

http://www.twdb.state.tx.us/RWPG/rpgm_rpts/0900010996_GalvestonBaySalinity.pdf


November 15 (Appendix B) were not compared to the model results.  The report shall 

include a comparison of the model results to the July through November data. 

 

11. (Section 3.4, p. 21):  Depth average velocity at high flows is accurately simulated, but 

model underestimates east-west velocity component by 50%.  This underestimation of east-

west velocity may result in less modeled sediment and therefore dioxins moving laterally 

from the waste pit sites into the stream thalweg for downstream and upstream transport.  

The report shall include a model sensitivity study to assess this and provide a discussion of 

the results. 

  

12. (Section 4.2.2, and Appendix C):  Class 1 cohesive bed sediment was classified as having 

a median particle size (D50) of 0.25 mm.  Therefore, cohesive bed sediment is 

characterized by a grain-size population where 50% of the particle mass is medium sand or 

larger (e.g., Folk, 1972) and can be classified as “fine to medium sand.”  In a description of 

SEDZLJ, the program module is used to simulate sediment bed erosion and deposition (Sec 

4.1).  Sediment grain sizes larger than 0.2 mm are considered to be non-cohesive (James et 

al., 2005).   Based on the discussion here, most of the sediment comprising the cohesive 

Class 1 category is composed of grains defined as non-cohesive.  The simulation of 

sediment ascribed as cohesive whose dominant make-up is actually non-cohesive leads to 

results that adversely affect the goal of realistic sediment bed simulation.  One specific 

result is the tendency for Class 1 sediment gross erosion to be under-estimated.   Class 1 

sediment is defined in Sec 5.2.8.2.1 of the report as being composed of particle size less 

than 62 μm.  The D50 for median particle size shall be consistent with this Class 1 particle 

size definition.  

 

13.  (Section 4.3, p. 32):  The report indicates that the sediment transport model was, in part, 

calibrated using the settling speed of Class 1 sediment.  The Class 1 settling speed used in 

the calibration is reported to be 1.3 m/d.  However, the equation used for Class 1 (cohesive) 

settling is not evident in the information provided in the main text and Appendix G of 

subject report, or from James et al. (2005).  The report does not include information 

regarding the specific model used in the determination of the Class 1 settling speed and/or 

the equivalent effective median grain size of the Class 1 fraction.  The report shall include 

this information. 

 

14.  (Section 4.5, p. 36):  A consequence of designating the boundary condition for in-coming 

sediment load to be a proportion of sediment load entering Lake Houston is that the in-

coming sediment load must equal 0.0 mg/L during periods when there is no discharge at the 

Lake Houston Dam.  This shall be confirmed, and a discussion of the potential consequence 

to model calibration shall be included. 

 

15. (Section 4.5, p. 36):  The report states that the model uncertainty decreases with increasing 

spatial scale.  The report shall include an explanation of the basis for this statement. 

 

16. (Section 5.2.3, p. 41):  The upstream loading concentrations were determined using average 

water column data from two upstream Total Maximum Daily Load (TMDL) stations and 

two downstream TMDL stations, all of which are outside the sediment transport model’s 



“active” grid.  The report does not include the TMDL data sets and corresponding data 

quality used to determine contaminant concentration boundary conditions presented in 

Table 5-1.  The report shall include this information. 

 

17. (Section 5.2.5.2, p. 46):  Initial model conditions for sediment concentrations of TCDD, 

TCDF and OCDD were adapted to the model domain from data collected for TMDL studies 

between 2002 and 2005.  The initial grid values appear in Figure 5-7a through Figure 5-7c. 

The upstream initial model sediment concentration was determined by averaging five (5) 

values measured in the San Jacinto River.  However, the time period and flow conditions of 

the sampling event(s) used are omitted in report.  The report shall include this information. 

 

18. (Section 5.2.5.2, p. 47):  Congener concentration data for deep sediment (> 6 inches) in the 

2005 data set are sparse.  Consequently, deep sediment initial concentrations were set equal 

to surface sediment concentrations.  A summary narrative describes the results of a 

sensitivity analysis in which simulations using deep sediments with initial concentrations 

“two orders of magnitude” higher than surface sediment produced results “nearly identical” 

to those using initial concentrations equal to surface sediment concentrations. The 

sensitivity analysis was performed using problematic net sedimentation rates and Class 1 

sediment characteristics, and the conclusion contains significant and un-quantified 

uncertainty.  The report shall note this uncertainty. 

 

19. (Section 5.2.6, p. 48):  The determination of site-specific contaminant partitioning in the 

water column is described using various data sets, numerous literature sources and methods 

of regression analysis.  While the approaches used in the determinations of contaminant 

partitioning are generally acceptable, the procedure highlights the high range of variance 

inherent in the data sets and, in turn, the apparent low degree of correlation associated with 

the resulting regressions (e.g., Figure 5-9).  The subject report provides no discussion of the 

magnitude of statistical uncertainty associated with the selected partitioning values.  The 

report shall include this discussion. 

 

20. (Section 5.2.6.2, p. 50):  The particle-phase contaminant concentration is determined using 

the particulate dry mass density in the sediment bed (Equation 4, Appendix H).  The dry 

density of Class 1 sediment is 0.83 g/cm3 (Sec 4.2.2), a fine-to-medium sand consisting 

mostly of silicate mineral grains with a sediment dry bulk density of 1.4 g/cm3 (Appendix C 

and Sec 5.2.8.1).  Hence, particle-phase contaminant concentrations for total suspended 

solids in the water column are determined using the dry density of a sediment class (Class 1) 

for which much of the particles are too coarse and dense to be “suspended.”  Therefore, the 

mass of contaminant for total suspended solids (in water column) is over-estimated, and the 

contaminant mass in sediment is under-estimated.  The report shall correct the density of 

Class 1 sediment to reflect the mix of grain size distributions used for the Class 1 sediment. 

 

21. (Section 5.2.7.3, p. 56):  Dissolved organic carbon concentrations in the water column vary 

through time (Figure 5-13).  A constant value for dissolved organic carbon concentration is 

set in the model at an average value of 10 mg/L.  However, the visual inspection of the 

plotted TCEQ TMDL data upon which the average value is attributed indicates the average 



dissolved organic carbon value is significantly less than 10 mg/L.  The report shall explain 

this difference, or shall use a value consistent with the data. 

 

22. (Section 5.3.2.2, p. 69):  Assessment of time trends of contaminants in surface sediment 

between 2005 and 2010 was performed on area-weighted concentrations from two (2) 

datasets through time.  The assessment concludes that decreases of congener concentrations 

occurred during that period.  However, the report does not include maps showing the 

sampling locations and Thiessen polygons for each event that was used in the assessment.  

Additionally, no information is provided with which to place the assessment into a context 

related to the historical flow regime prevalent prior to each sampling event.  The report shall 

provide these maps and describe the flow regime prior to each event. 

 

23. (Section 5.3.3.2.1, p. 72):  A sensitivity analysis was performed on the in-coming upstream 

sediment load concentration boundary condition at Mile 6.  The concentration values were 

varied over a range of two standard errors (95%) for TCDF and OCDD.  However, the mean 

about which the standard errors range is derived from previous TMDL studies. The flow 

conditions represented by the mean in-coming sediment load concentration are not 

provided.  The variance of sediment concentration (2σ) that is used in the sensitivity 

analyses cannot be correlated to flow conditions.  The report shall correlate the variance of 

respective sediment concentrations to the corresponding range of flow conditions (return 

events). 

 

24. (Section 5.3.3.2.3, p. 75):  While the range of site-specific partitioning coefficients inherent 

in the approaches used in their determination is not described, a sensitivity analysis was 

performed.  In the sensitivity analyses, the partition coefficients were varied within a range 

of ±0.3 log units resulting in relatively insignificant effect on the modeling results.   The 

sensitivity analyses were performed over a range of partition coefficients that significantly 

under-estimates the range of variance demonstrated in their determination.  To provide a 

more meaningful gauge for the sensitivity analysis, the statistical variance associated with 

the coefficients’ determination shall first be defined, and then sensitivity analyses using a 

more appropriate coefficient range shall be performed. 

 

25. (Table 4.1):  The cohesive Class 1 sediment erosion flux to suspended load (vs bed load) is 

not based on class size D50, rather, it is calibrated.  The report does not provide information 

regarding the value(s) of effective diameter for Class 1 sediment resulting from the model 

calibration.  The report shall include this information. 

 

26. (Figures):  A map shall be included, which displays gross erosion rates in the model 

domain, including all cells for which Egross=0.0, based on Equation G-26. 

 

27. (Figures):  The report does not include figures showing net erosion and net deposition 

within the model domain for specific return event simulations (e.g., 5-year, 10-year, 20-

year, etc.).  The report shall include figures with this information. 

 

28. (Figures 5.21a to 5.21c):  The report did not discuss the potential skewness of the datasets 

used in Figure 5.21a through Figure 5.21c.  Similar conclusions could be reached if more 



Thiessen polygons had lower average concentrations in 2010 due to location – and not 

actual decrease in sediment concentration.  The report shall evaluate the potential skewness 

of the datasets and its effects on sediment concentrations. 

 

29. (Appendix E):  A single value for the three erosion rate parameters was obtained for each 

of the five depth intervals from each core.  A “log-average” (geometric mean) value was 

determined for the proportionality constant, A (Equation E-1), at each depth interval (Table 

E-6).  As is normal, the geometric mean results in values of A for the Sedflume data sets 

(Table E-1 through Table E-5) are significantly lower than the arithmetic mean for the same 

data sets.  Use of the lower values of A results in significantly lower values of the average 

gross erosion rates for each depth interval (Equation E-2).  No rationale is provided to 

justify use of the geometric mean for the proportionality constant, and the report shall 

provide this rational. 

 

30. (Appendix E):  The results of the Sedflume experiments were used to develop average 

critical shear stress (τcr) values for each sediment layer (e.g., Table E-1 through Table E-

5).  However, the average critical shear stress (τcr) values (Table E-6) were determined 

using the arithmetic mean, not the geometric mean (as for the proportionality constant), 

which results in the significantly higher value of the two means.  The use of the higher 

arithmetic average value, rather than the lower geometric average value for the critical 

shear stress (τcr) results in a lower gross erosion rate (Egross; e.g., Equation E-2). Together 

with the geometric average of the proportionality constant, the use of the arithmetic 

average of critical shear stress reinforces a biased tendency towards lower erosion in the 

model domain.  The report shall provide a rational for the use of the arithmetic mean. 

 

31. (Appendix F):  Of the ten (10) cores used in the 137Cs isotopic study, data from only one 

core (SJR1oo5) were usable (e.g., Table F-3).  Evaluation of the data from Core SJR1005 

indicates there were only two detections (Figure F-6).  The two data points from Core 

SJR1005 were used to assign a date to the corresponding sediment depth from which a net 

sedimentation range was determined (e.g., Table F-3). However, the report does not provide 

which of the four (4) typical interpolation methods (e.g., USGS, 2004) were used.  The 

report shall include this information. 

 

32. (Appendix F and Appendix H):  The 137Cs and 210Pb activity analytical results were 

reported with significant experimental error (e.g., Figure F-2 through Figure F-11, Subject 

Report). Linear regression was performed to find the slope of the line defined by those 

210Pb data that were judged to be unsupported (Append F, Subject Report) versus their core 

depth to determine net sedimentation rates (Figure F-12 through Figure F-26, Subject 

Report). However, the regressions do not incorporate the variance of experimental error 

associated with each datum. Therefore, a range of slopes and, consequently, net 

sedimentation rates, exists at each core location. Only “mean” net sedimentation rates are 

reported, but not the significant deviation inherent in the analyses.  Use of 137Cs isotopic 

data from a sediment core for determining net sedimentation rates and/or age dating is 

predicated upon corroborating data obtained from other cores in the same depositional 

system (e.g., USGS, 2004).  However, in this instance, there are no such corroborating data.  

Therefore, the single 137Cs net sedimentation rate (Item H.2) reliability or applicability to 



the model domain cannot be determined.  An evaluation of the net sedimentation rates in the 

model domain was also performed using the 210Pb isotopic system.  Contrary to the more 

suitable applicability of the 137Cs isotopic system to a depositional environment that is 

relatively dynamic (Item H.1), the 210Pb system “… performs best in relatively quiet 

depositional areas …” (Jeter, 2000).  The 210Pb system age dating method is “… more 

useful for age-dating cores from low-sedimentation-rate lakes with undisturbed watersheds 

where the input of contaminants is dominated by atmospheric fallout …” and is less useful 

“… in high-sedimentation-rate lakes with developed watersheds where the input of 

contaminants is dominated by fluvial loading from one or more streams …” (USGS, 2004).  

As such, the  210Pb method would be expected to be even more adversely affected by the 

depositional environment than that for the 137Cs system and is significantly less suitable to 

the relatively high-energy depositional environment that comprises the subject study area.     

Model sensitivity runs shall be completed for a full range of net sedimentation rates, and the 

results discussed in the report, as well as the rational for selecting the ranges of net 

sedimentation rates. 
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